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ABSTRACT

Early event detection aims to detect events even before the
event is complete. However, most of the existing methods fo-
cus on an event with a single label but fail to be applied to
cases with multiple labels. Another non-negligible issue for
early event detection is a prediction with overconfidence due
to the high vacuity uncertainty that exists in the early time
series. It results in an over-confidence estimation and hence
unreliable predictions. To this end, technically, we propose
a novel framework, Multi-Label Temporal Evidential Neural
Network (MTENN), for multi-label uncertainty estimation in
temporal data. MTENN is able to quality predictive uncer-
tainty due to the lack of evidence for multi-label classifica-
tions at each time stamp based on belief/evidence theory. In
addition, we introduce a novel uncertainty estimation head
(weighted binomial comultiplication (WBC)) to quantify the
fused uncertainty of a sub-sequence for early event detection.
We validate the performance of our approach with state-of-
the-art techniques on real-world audio datasets.

Index Terms— early event detection, uncertainty

1. INTRODUCTION

In recent decades, early detection of temporal events has
aroused a lot of attention and has applications in a variety of
industries, including security [1, 2], quality monitoring [3],
medical diagnostic [4], transportation [5]. According to the
time series, an event can be viewed with three components,
pre-event, ongoing event, and post-event. Early event detec-
tion in machine learning identifies an event during its initial
ongoing phase after it has begun but before it concludes [6, 7].

To achieve the earliness of event detection, existing ap-
proaches can be broadly divided into several major categories.
Prefix-based techniques [8, 5] aim to learn a minimum pre-
fix length of the time series from the training instances and
utilize it to classify a testing time series. Shapelet-based ap-
proaches [9, 4] focus on obtaining a set of key shapelets from
the training dataset and utilizing them as class discriminatory
features. Dual-DNN [7] is proposed for the sound event early
detection via a monotonous function design. [10] identifies
seed regions from spectrogram features to detect events at the
early stage. Other algorithms have considered epistemic un-
certainty for reliable event prediction [11]. Although these

approaches address the importance of early detection, they
primarily focus on an event with a single label but fail to be
applied to situations with multiple labels.

Another non-negligible issue for early event detection is
a prediction with overconfidence [12, 13, 14]. In general, the
occurrence of an event is determined by its predicted proba-
bility. An event with a high probability is considered as an
occurrence. This, however, may not be reliable. Figure 1
shows an example that the prediction of the occurrence of an
event in an audio clip with a binary class (occurs or not) based
on its predicted probability is overconfident at the pre-event
stage. In this case, the ground truth (red line) demonstrates
that the ongoing stage starts at the 20th frame. Nevertheless,
the event is falsely detected, prior to it actually occurring (Fig-
ure 1, left), because a greater probability (i.e. 0.9 indicated on
the green line) is given by positive evidence. Here, the evi-
dence indicates data samples (i.e. actions) that are closest to
the predicted one in the feature space and used to support the
decision-making. Positive (negative) evidence is the observed
samples that have the same (opposite) class labels. The event
prediction with overconfidence at its early stage is due to high
vacuity uncertainty [15] which is a terminology representing
a lack of evidence. Therefore, it makes event detection based
on probability unreliable. To overcome this flaw, methods
developed on uncertainty estimation using evidence are desir-
able for early event detection.

To address the aforementioned issues, we proposed a
novel framework, Multi-Label Temporal Evidential Neural
Network (MTENN), which is composed of two phases: in
phase one, a time series data is viewed as a sequence of
segments with equal temporal length, where each segment
comes one after another. Instead of predicting occurrence
probabilities for all events, their positive and negative evi-
dence are estimated through the proposed MTENN. In the
second phase, a sliding window spanning the most recent
collected segments is designed to validate whether an event is
successfully detected through a novel uncertainty estimation
head: Weighted Binomial Comultiplication.

2. PRELIMINARIES

In this section, we introduce some essential concepts in sub-
jective logic and evidential uncertainty.
Subjective Logic (SL) was defined [15] by explicitly consid-
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Fig. 1: Illustration of overconfidence issue. (Left) The oc-
currence of the event is falsely detected at the pre-event stage
prior to its starting. This indicates that predicted probabili-
ties are not reliable due to insufficient evidence. (Right) In-
stead of probabilities, subjective opinions (e.g., belief, disbe-
lief, uncertainty) are used in the proposed method for early
event detection.

ering the dimension of uncertainty derived from vacuity (i.e.,
a lack of evidence). Given a binomial opinion towards propo-
sition (e.g., an audio segment) X, an opinion is expressed by
two belief masses (i.e., belief b and disbelief d) and one un-
certainty mass (i.e., vacuity, u). Denote an opinion by w =
(b, d,u,a), where b and d can be thought as positive (an event
occurs) vs. negative (does not occurs) on a given segment,
and a refers to a base rate representing a prior knowledge.
We have the property b + d + v = 1 where b, d, u,a € [0, 1].
To this end, the expected belief probability p is defined by:
p = b+ a - u. A binomial opinion can be translated into
a Beta distribution, denoted by Beta(p|«, ), where « and 8
represent the positive and negative evidence.

a—1¢1] _ ps—1 1
Bap)’ 1-p7 o

where B(a, 8) = T'(a)T'(8) /T'(a+5), and I'(+) is the gamma
function. Eq. (2) shows the mapping rule between Beta dis-
tribution and opinion.

b:a—a~W7d:B—(1—a)~W7u: w 7 @

a+p a+ g a+ B

where W is an amount of uncertainty evidence. In practice,
we set W = 2 for a binary case. In addition, subjective
logic can extend to the multi-class scenario with a multino-
mial opinion, which can be translated into a Dirichlet distri-
bution.
Evidential Uncertainty. Vacuity refers to the lack of ade-
quate evidence. In other words, this type of uncertainty is
due to a lack of or insufficient information of evidence. High
vacuity may happen at the early stage of an ongoing event
due to the small number of collected stream signals, result-
ing in an over-confidence estimation. Figure 1 illustrates the
implicit relations and differences between probability and ev-
idence. For example, at the pre-event stage, we only collect 1
negative evidence and 4 positive evidence. And we can cal-
culate its expected probability p = [0.2,0.8], which results

Beta(p|a, 8) =

in an over-confidence prediction. However, prediction based
on a small amount of evidence (i.e., high vacuity) is not reli-
able. As more evidence is collected (e.g., [, 8] = [4,200)),
we have a reliable prediction with low uncertainty.

3. METHODOLOGY

Problem Formulation. Given a time series data with mul-
tiple labels where each class label is viewed as an event,
let X x Y be the data space, where X is an input space
and Y = {0,1}¥ is an output space. A time series data
{(xt,yH)}, € (X x ) consists of T segments where
each (x!,y?) is collected one after another over time. x!
represents the feature vector. y' = [yf,..., y%]T denotes
the multi-label formula with y; = {0,1},Vk € {1,--- K}
representing an event occurs or not and K is the number
of classes. A segment buffer B is initialized as empty. It
is maintained by adding each segment one at a time. That
is, at timestamp t, the buffer includes all segments from
previous B = {(x,y")}!_, and |B| = t. At each time, a
predictive model f : X — ) parameterized by 6 takes seg-
ments in B as the input and outputs a event prediction vector
vt = [9%,...,9%]T where g1 € {0,1} represents the pre-
dicted result of the k-th event at time ¢ . Therefore, for some
events which are predicted as occurrences, one may conclude
that they can be detected at time .

MTENN Framework. For multi-label early event detection,
most existing methods would consider a binary classifica-
tion for each class, such as sigmoid output [16, 17]. As
discussed in Section 2, evidential uncertainty can be derived
from binomial opinions or equivalently Beta distributions to
model an event distribution for each class. Therefore, we
proposed a novel a Multi-label Evidential Temporal Neu-
ral Network (MTENN) f(-) to form their binomial opinions
for the class-level Beta distribution of a given time series

segments [x!,...,x!]. Then, the conditional probability
P(pi|x!, ..., x%0) of class k at timestamp ¢ can be obtained
by:

[Fhe [l f(x x5 0)

'7(06%76%{)7 — ft(xl7"'7xt;9)7
Pk ~ Beta(pj|og, BL),
yz NBernoulli(pz),

where k € {1,--- K}, ¢t € {1,---,T}, f' is the output of
MTENN at timestamp ¢, and 6 refers to model parameters.
The Beta probability function Beta(p'|at, 5%) is defined by
Eq. (1). Therefore, MTENN is able to quality predictive un-
certainty (vacuity) due to a lack of evidence for multi-label
classifications at each time stamp based on belief/evidence
theory, and vacuity can be calculated based on Eq. (2) from
the estimated Beta distribution.

In this paper, we design and train MTENN to form their
binomial opinions for the classification of a given streaming
segment as a Beta distribution. For the binary cross-entropy
loss, we have the MTENN loss by computing its Bayes risk

(af, 1), .

Authorized licensed use limited to: NEC Labs. Downloaded on May 09,2023 at 18:34:21 UTC from IEEE Xplore. Restrictions apply.



® o 'y

o |

___opeee s e

P op~Beta(@p)

feaciori}+@ s |

Phase I

Phase IT

(a) Multi-Label Evidence

(b) Multi-Label Temporal Evidential Neural Network

(c) Sequential Uncertainty Estimation

Fig. 2: Framework Overview. Given the streaming data, (b) MTENN is able to quality predictive uncertainty for multi-label
classifications at each time stamp. Specifically, (a) at each time step with data segment z:*, MTENN is able to predict Beta
distribution for each class, which can be equivalent transfer to subjective opinion wy; (c) based on a sliding window, a novel
fusion operator is introduced to quantify the fused uncertainty of a sub-sequence for early event detection.

for the class predictor,

T K
LMTENN = Z Z / [BCE(yZ,pL)]Beta(pZ;aZ,ﬁZ)de

t=1k=1

M=

=2
t=1k
where BCE(yj,p},) = —yj log(p}) — (1 — ;) log(1 — p})
is the binary cross-entropy loss, and 1 (-) is the digamma
function. The log expectation of Beta distribution derives the
second equality.
Multi-label Sequential Uncertainty Quantitation. In the
second phase, for early event detection, at time ¢, a subset in-
cluding m most recent collected segments are considered to
validate whether an event is successfully detected or not, as
shown in Fig 2 (c). We name the subset as a sliding window,
as it dynamically restructures a small sequence of segments
from ¢ — m to ¢ and performs validation through an early de-
tection function at each time. Based on the sliding window,
we introduce a novel uncertainty fusion operator based on
MTENN to quantify the fused uncertainty of a sub-sequence
for early event detection.
Weighted Binomial Comultiplication. After we get the se-
quential Beta distribution output, a sequential fusional opin-
ion can be estimated via a subjective operator (e.g., union op-
erator). As shown in Fig 2 (b), we can use subjective operator
@ to fuse the opinions. Here we consider to use comultiplica-
tion operator [18] to fusion two opinion w; and w; via Eq. (3),

1

b,;@j =b; + bj - bibj

(1 — ai)dsius 1— a)asuds
dig; = did; + a; ( aj) diuj + ( a;) ajuid;

a; +aj —aja; 3)

ajdiuj + aiuidj

Wiggj = Uilhj + — ==
a; +a; — a;a;

Qigj = Qi + a; — a;a;
Based m sliding windows, the sequential fusional opinion
can be calculated by
Ot =t ™ D Ctom+1 - W Do wh 4)
where ¢ is the weight for each opinion when executing the
operator, which is designed for the order information and

t—m+1 ey

(i, (v(ak + B = w(al)) + (1 = wp) (¥(ak + B0 — v(81) ]

emphasizes the importance of current time step t. We con-
sider the vacuity from @' as sequential uncertainty for a
sub-sequence for early event detection (e.g., filter the over-
confidence prediction by large vacuity).

4. EXPERIMENTS

Dataset. We conduct the experiments on DESED2021
dataset [16] and AudioSet-Strong-Labeled dataset [17].
DESED2021 dataset is composed of 10-sec audio clips
recorded in domestic environments or synthesized using
Scaper to simulate a domestic environment. The orig-
inal AudioSet-Strong-Labeled dataset consists of an ex-
panding ontology of 632 audio event classes and a col-
lection of 2,084,320 human-labeled 10-second sound clips
drawn from YouTube videos. To simulate the application
of early event detection in industries, we select some sub-
sets from AudioSet-Strong-Labeled dataset to form early
event detection datasets. Specifically, we select four subsets
from AudioSet-Strong-Labeled dataset, including explosion,
alarm, liquid, and engine subclasses. The details of each
dataset are shown in Table 1.

Comparing Methods. To evaluate the effectiveness of our
proposed approach, we compare it with two state-of-the-art
early sound event detection methods: Dual DNN [7] and
SEED [19]; two sound event detection methods: CRNN [16]
and Conformer [20]; In addition, we consider three different
uncertainty methods as the baselines, which include Entropy,
Epistemic uncertainty [21], and Aleatoric uncertainty [22] .
We consider using uncertainty to filter the high uncertainty
prediction for three uncertainty-based methods. We use MC-
drop [21] to estimate epistemic and aleatoric uncertainties in
the experiments.

Evaluation Metrics. We consider both early detection F1
score and detection delay as the evaluation metrics. We first
define the true positive prediction for the event k, which only
happens when the first prediction timestamp d,, is located in
the ongoing event region. In contrast, the false positive pre-
diction happened when the first prediction timestamp d,, is not
located in the ongoing event region. Then we can calculate
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Table 1: Early sound event detection performance on Audio datasets.

Datasets DESED2021 AudioSet(Explosion) AudioSet(Alarm) AudioSet(Liquid) AudioSet(Engine)
# Classes 10 5 7 9 8
# Training samples 10,000 5,518 8,085 6,517 18,741
# Validation samples 1,168 788 1,355 931 2,677
# Test samples 1,016 1,577 2,311 1,862 5,354

\ Detection Delay | / Detection F1 Score 1
Dual DNN 0.386/0.682 0.325/0.295 0.257/0.221 0.467/0.162 0.324/0.323
SEED 0.252/0.691 0.339/0.288 0.293/0.407 0.334/0.172 0.428/0.342
Conformer 0.372/0.639 0.444/0.268 0.292/0.429 0.463/0.166 0.427/0.323
CRNN 0.284/0.677 0.415/0.278 0.273/0.408 0.451/0.144 0.404 /0.301
CRNN + entropy 0.312/0.669 0.422/0.272 0.282/0.406 0.465/0.142 0.423/0.313
CRNN + epistemic 0.278 /0.647 0.401/0.28 0.244/0.413 0.411/0.152 0.356/0.31
CRNN + aleatoric 0.281/0.643 0.404 /0.288 0.252/0.419 0.421/0.157 0.377/0.312
MTENN \ 0.206/ 0.727 \ 0.119/0.314 0.217/0.470 \ 0.059/0.200 \ 0.294/0.391

precision, recall, and F1 score based on true positive predic-
tion and false positive prediction for each event. For detection
delay, it’s only measured when we have a true positive predic-
tion. Then the detection delay is defined as delay = d, — d;
if d, > d;, otherwise, delay = 0, where d; is the onset times-
tamp of the predicted event.

Settings. We use CRNN [23] as the backbone except for Con-
former. We use the Adam optimizer for all methods and fol-
low the same training setting as [23].

Delay
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/
!

| |
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T | T

| | |

Uncertainty Threshold Sliding Window Size
(a) AudioSet (Engine) (b) AudioSet (Explosion)
Fig. 3: Sensitive analysis.
Early Event Detection Performance. Table 1 shows that our
proposed methods outperform all baseline models under the
detection delay and early detection F1 score for the sound
event early detection. The outperformance of MTENN is
fairly impressive. This confirms that the belief comultipli-
cation operator is the key to improving the sequential uncer-
tainty estimation.
Sensitive Analysis. (1) Uncertainty threshold. Figure 3 (a)
shows the detection delay and early detection F1 score with
varying vacuity threshold values. There is a tradeoff between
detection delay and detection accuracy. The higher the un-
certainty threshold increase, the more overconfident predic-
tions (predictions with high uncertainty) result in an aggres-
sive early prediction (may predict event happen early but may
cause a false positive prediction). (2) Effect of sliding window
size. Fig 3 (b) shows the performance with the varying size
of sliding windows. When the sliding window size increases,
the detection delay continuously decreases, and detection F1
increases until the sliding window size is large enough.
Ablation study. We conducted additional experiments (see
Fig 4) to demonstrate the contributions of the key technical
components, including MTENN loss and WBC. Specifically,
we consider three ablated models: (a) MTENN-BC, a vari-

ant of MTENN that uses binomial comultiplication without
weight; (b) MTENN (Phase I): only consider phase I to pre-
dict event without any sequential uncertainty head; (c) w/o
MTENN loss: a variant of MTENN (Phase I) that consider
BCE loss, where the probability can be calculated based on
the expected probability of Beta distribution. The key find-
ings obtained from this experiment: MTENN loss and se-
quential uncertainty can enhance early event detection in de-
tection delay and accuracy.

@ w/o MTENN loss B Dual DNN
B Phase | 7 @ SEED
[0 MTENN-BC =3 Conformer
B MTENN ,_ 3 CRNN

U B MTENN

Detection Performance
Inference time (ms)

DESED2021

F1 Score

" Detection Delay

(a) Ablation Study
Fig. 4: Ablation study and inference time.

5. CONCLUSION

This work proposes a novel framework, Multi-Label Tempo-
ral Evidential Neural Network (MTENN), for early event de-
tection in temporal data. MTENN is able to quality predictive
uncertainty for multi-label classifications at each time stamp.
In addition, we introduce a novel uncertainty fusion opera-
tor based on MTENN to quantify the fused uncertainty of a
sub-sequence for early event detection.

(b) Inference Time
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